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Abstract

The paper presents an algorithm of adaptation by successive mesh regeneration and its application to the potential nonlinear flow problems. The Newton-Raphson method is applied to the solution of nonlinear problem. The Kutta-Zhukovsky condition is implemented by the penalty function method. The adaptation algorithm is based on the modification of mesh size function depending on the error indicator calculated at every node. Numerical tests are presented.

1. Introduction

In the case of flows when the Mach number is less than 1 it is still sensible [1] to solve the nonlinear potential model instead of Navier-Stokes equations. It is assumed that the flow is stationary, irrotational, subsonic, comprehensible, inviscid in domain Ω around profile P [1,2].

The boundary of Ω consists of three parts: ∂Ω = Γ ∪ Γp ∪ Σ.

Fig. 1. The computational domain
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The following constants are introduced: 

\[ V_\infty \] – travelling velocity at infinity, \( \rho_0, c_0 \) – density and sound speed of motionless air, 

\( \kappa > 1 \) – adiabatic gas constant (\( \kappa = 1.4 \) for dry air).

As the flow is irrotational there exists the potential \( u \) of the speed then from the continuity equation it is obtained:

\[
\text{div} \left[ \rho \left( | \nabla u |^2 \right) \nabla u \right] = 0 \quad \text{in} \; \Omega ,
\]

(1)

where \( \rho \) is the density of air and \( \rho \left( s \right) = \rho_0 \left( 1 - \frac{\kappa - 1}{2c_0^2} s \right)^{\frac{1}{\kappa - 1}} \).

On the slit \( \Xi \) the following conditions [3] should be satisfied:

\[
\frac{\partial u^+}{\partial n^+} - \frac{\partial u^-}{\partial n^-} = 0 \quad \text{on} \; \Xi , \quad \rho \frac{\partial u^+}{\partial n} = \rho_\infty u n_\infty \quad \text{on} \; \Gamma_\infty ,
\]

where:

\( n_\infty \) normal to \( \Gamma_\infty \), \( \rho_\infty = \rho \left( \left| \nu_\infty \right| \right) \).

\( \beta \) is found by the Kutta-Zhukovsky condition [2]:

\[
K(\beta) = \left| \nabla u^+ \right|_{TE}^2 - \left| \nabla u^- \right|_{TE}^2 = 0 .
\]

(2)

2. Full potential problem formulation

Weak formulation is followed by [3]:

\[
\text{div} \left[ \rho \left( | \nabla u |^2 \right) \nabla u \right] = 0 \quad \text{in} \; \Omega ,
\]

\[
\frac{\partial u}{\partial n} = 0 \quad \text{on} \; \Gamma_p , \quad u^+ - u^- = \beta , \quad \frac{\partial u^+}{\partial n^+} - \frac{\partial u^-}{\partial n^-} = 0 \quad \text{on} \; \Xi ,
\]

\[
K(\beta) = \left| \nabla u^+ \right|_{TE}^2 - \left| \nabla u^- \right|_{TE}^2 = 0 .
\]

3. Weak formulation and the derivation of principal vectors and matrices for discretisation

For weak formulation of the problem the following Sobolev spaces [2] spaces are defined.

Let \( \partial^\circ \Omega = \Gamma \cup \Gamma_p \cup \Sigma \) where \( \bar{\Omega} = \Omega - \Sigma \), then

\[
W^{1,p} \left( \Omega \right) = \left\{ v : v \in L^p \left( \Omega \right) , \quad \frac{\partial v}{\partial x_i} \in L^p \left( \Omega \right) , \quad i = 1,2 \right\} , \quad \text{and}
\]
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\[ W^{1,p} \left( \hat{\Omega} \right) = \left\{ v \colon v \in L^p \left( \hat{\Omega} \right), \frac{\partial v}{\partial x_i} \in L^p \left( \hat{\Omega} \right), \quad i = 1,2, \right\}. \]

The weak formulation takes the form: find \( u \) which satisfies the following variational principle

\[
\int_{\hat{\Omega}} \rho \left( \left| \nabla u \right| \right) \nabla u \nabla v \, dx \, dy = \int_{\hat{\Omega}} g v \, dx \, dy, \quad v \in W^{1,\infty} \left( \hat{\Omega} \right),
\]

\[ u^+ - u^- = \beta, \quad \text{on } \Sigma, \quad g = \rho \omega \overline{u} \quad \text{on } \Gamma. \]

Equivalent formulation is in the form of extremum for the following functional:

\[ I(u) = \frac{1}{2} \int_{\Omega} R \left( \left| \nabla u \right|^2 \right) dx \, dy - \int_{\Gamma} g u d\Gamma, \]

where \( R(s) = \int_{0}^{s} \rho(t) \, dt \).

By substitution \( H(x, y, u, u_x, u_y) = \frac{1}{2} R \left( \left| \nabla u \right|^2 \right) \), it is obtained:

\[ I(u) = \int_{\Omega} \int_{\Omega} H(x, y, u, u_x, u_y) \, dx \, dy - \int_{\Gamma} g u d\Gamma, \quad \Omega \subset \mathbb{R}^2. \]

3. The finite element method

Let \( \{ u_1, u_2, \ldots, u_N \} \) be a set of basis functions for FEM then:

\[ u = \sum_{i=1}^{N} \lambda_i u_i. \]

Let \( f(\lambda_1, \ldots, \lambda_N) = I \left( \sum_{i=1}^{N} \lambda_i u_i \right) \).

The necessary conditions for the extremum of function \( f \) lead to the following solution for the system of algebraic nonlinear equations:

\[ g_k(\lambda_1, \ldots, \lambda_N) = \frac{\partial f}{\partial \lambda_k} = 0. \]

It can be derived that \( g_k(\lambda_1, \ldots, \lambda_N) = \int_{\Omega} D_f \Phi_k dx \, dy \) thus:

\[ \frac{\partial g_k}{\partial \lambda_j} = \int_{\Omega} \Phi_k D_{f\Phi} \Phi_k dx \, dy, \quad k, j = 1,2,\ldots, N, \]

where:
\[ D_F = \left[ \frac{\partial H}{\partial u} \frac{\partial H}{\partial u_x} \frac{\partial H}{\partial u_y} \right]^T, \]

the Hessian of function \( H \) is introduced:

\[
D_{FF} = \begin{bmatrix}
\frac{\partial^2 H}{\partial u \partial u} & \frac{\partial^2 H}{\partial u \partial u_x} & \frac{\partial^2 H}{\partial u \partial u_y} \\
\frac{\partial^2 H}{\partial u_x \partial u} & \frac{\partial^2 H}{\partial u_x \partial u_x} & \frac{\partial^2 H}{\partial u_x \partial u_y} \\
\frac{\partial^2 H}{\partial u_y \partial u} & \frac{\partial^2 H}{\partial u_y \partial u_x} & \frac{\partial^2 H}{\partial u_y \partial u_y}
\end{bmatrix},
\]

and

\[
U = \begin{bmatrix}
u_1 \\
u_{1,x} \\
u_{1,y} \\
u_N \\
u_{N,x} \\
u_{N,y}
\end{bmatrix}.
\]

Then \( \varphi_k \) is the k-th column of matrix \( U \).

In the case of FEM:

\[
g_k \Rightarrow (\lambda_1, \ldots, \lambda_N) = \int_{\Omega} D_F^{\top} \varphi_k \, dx \, dy = \sum_{e=1}^{T_e} \int_{\Gamma_e} D_F^{\top} \varphi_k \, dx \, dy.
\]

Let \( \Lambda = [\lambda_1, \ldots, \lambda_N] \), then

\[
J_g(\Lambda) = \frac{D(u_1, u_2, \ldots, u_N)}{D(\lambda_1, \lambda_2, \ldots, \lambda_N)} = \left[ \frac{\partial g_i}{\partial \lambda_j} \right] = \left[ \sum_{i=1}^{N} \psi_i^{\top} D_{FF} \psi_j \right]. \quad (3)
\]

The implementation of Kutta-Zhukovsky condition is fulfilled by the penalty method:

\[
I^*(u) = I(u) + \sum_{i=1}^{l} M \left( \lambda_{i} - \lambda_{m} \right)^2. \quad (4)
\]

In formula (3) \( M \) is a big number in comparison to the elements of matrix (3).

Fig. 2. The Kutta-Zhukovsky condition on slit \( \Sigma \)
4. The application of Newton-Raphson method

1. Fix the initial vector $\Lambda_0$ satisfying the Kutta-Zhukovsky condition,
2. Repeat points 3, 4, 5 until $\| g(\Lambda_i)\| < \varepsilon \| \Lambda_i \|$, 
3. Solve the following system of linear algebraic equations with the implementation of the Kutta-Zhukovsky condition $J_g(\Lambda_i)\Delta_{i+1} = -G(\Lambda_i)$;
4. $\Lambda_{i+1} = \Lambda_i + \Delta\Lambda_{i+1}$,
5. $i := i + 1$,

The number $\varepsilon$ is an error tolerance, thus the norm in $\mathbb{R}^n$ is defined:

$$\| x \| = \| x \|_{\infty} = \max_{i=1,...,N} |x_i|, \text{ where } x = (x_1, ..., x_N)^T \in \mathbb{R}^N.$$ 

5. Unstructured grid generator with the mesh density function

It is assumed, that the boundary of the 2-D domain consists of the following curves topologically equivalent to the straight line segment [4,5]: straight line segment, arch of the circle and B-spline curve.

Main steps of the grid generation:
1. Points generation on the elementary curves with a given mesh density function by an algorithm dependent on the curve type,
2. Starting with boundary segments right oriented with respect to the domain points insertion by the advancing front technique,
3. Delaunay triangulation on the obtained set of points.
4. Laplacian smoothing.

![Fig. 3. Satisfaction of the mesh density functions requirements](image)

Let $AB$ be the current boundary segment, point $C$ should satisfy the following conditions:
\[ \frac{\rho(A) + \rho(C)}{2} = |AC|, \]

\[ \frac{\rho(B) + \rho(C)}{2} = |BC|. \]

In the practical code implementation the simplified condition is used:

\[ |AC| = \rho(C), \]

\[ |BC| = \rho(B). \]

6. The algorithm of adaptation

The algorithm of adaptation consists of the following steps [6]:
1. Division of the domain into subdomains in such a way that slit \( \Sigma \) is a part of the common boundary for the two neighboring subdomains.
2. Taking the initial mesh density function.
3. Grid generation in subdomains with the taken mesh density.
4. Solution to potential problem on the generated mesh.
5. Evaluation of nodal values of error indicators.
6. Modification of nodal values of mesh density function
7. Description of a new mesh density function by the interpolation of the nodal values.
8. If an error is not satisfactory go to point 3.

7. Modification of the mesh density function

Explanation needs point 6 of the adaptation algorithm, which realized during every adaptation step. The main idea of this part of the algorithm consists in the reduction of the values of mesh density function by the appropriately chosen function.

For every node \( P_i, i = 1, \ldots, N_{NOD} \), a weighted value of the error indicators is defined as follows:

\[ \tilde{e}_i = \frac{\sum_{k \in L_i} \text{area}(T_k) e_k}{\sum_{k \in L_i} \text{area}(T_k)}, \]

where \( T_i \) is a triangle of the triangulation, and: \( L_i = \{ j : P_i \in T_j \} \).

Let \( \alpha = \min_{k=1, \ldots, N_{NOD}} \tilde{e}_k \), \( \beta = \max_{k=1, \ldots, N_{NOD}} \tilde{e}_k \).

Obviously \( \alpha \leq \tilde{e}_k \leq \beta \) for \( k = 1, \ldots, N_T \).

The following values are introduced:

\( \lambda \) – a value indicating the smallest mesh density reduction,
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\( \mu \) – a value indicating the greatest mesh density reduction.

It is assumed, that: \( 0 \leq \mu \leq \lambda \), and additionally \( \lambda \leq 1 \).

Let \( l: [\alpha, \beta] \mapsto [\mu, \lambda] \) be an affine mapping satisfying: \( l(\alpha) = \lambda \) and \( l(\beta) = \mu \).

Provided, that: \( Q_i = l(\tilde{e}_i) \), then we have: \( \min_{i = 1, \ldots, N_G} Q_i = \mu \), \( \max_{i = 1, \ldots, N_G} Q_i = \lambda \).

Introducing the function \( r: \mathcal{D} \mapsto \mathcal{R} \)

\[ r(x) = \Pi(x), \text{ if } x \in T_k \text{ for some } 1 \leq k \leq N_T, \]

where \( \Pi \) is an affine mapping of two variables satisfying the following conditions:

\[ \Pi(P_i) = Q_i \text{ for } i = 1, 2, 3, \text{ where } P_1, P_2, P_3 \text{ are the vertices of the triangle } T_k \text{ of the triangulation of } \Omega. \]

The function \( r(x) \) is defined in the whole domain \( \Omega \) because the triangles \( \{ T_j \}_{j=1}^{N_T} \) cover it. The new mesh density function is defined by the recurrent formula:

\[ \rho_{i+1}(x) = \rho_i(x) r(x) \quad \forall x \in \Omega. \]

It can be shown that:

\[ \exists x, y \in \Omega \text{ such that } \mu \rho_i(x) = \rho_{i+1}(x) \text{ and } \rho_{i+1}(y) = \lambda \rho_i(y). \]

\[ \| \rho_{i+1} - \rho_i \|_{l_\Omega, \max} \leq \| \rho_i \|_{l_\Omega, \max} \max \{ |1 - \mu|, |1 - \lambda| \} \]

Fig. 4. Initial mesh
8. Numerical tests

Numerical tests were performed for the NACA0012 profile with an angle of attack equal to zero and the traveling velocity equal to 0.6 Mach. Figs. 4 and 5 represent initial and final mesh, and Figs. 6 and 7 isolines for potential function and velocity. Further calculations will be performed with the variety of angles of attacks and traveling velocities.

Standard error indicator [6] is applied based on the calculating differences of discontinuity of derivatives at the edges of neighboring elements of the obtained solution.
9. Conclusions

This paper presents an algorithm of adaptation based upon grid generation with the mesh density function. The algorithm is applied to subsonic potential flow, and numerical results are presented.

Further development will be connected with solution to transonic potential flow and consideration of variety of angles of attacks over known profiles. To find the coefficient $\beta$ in formula (2) the secant method is applied. The whole numerical procedure has three iterations:
- loop over successively generated meshes,
- loop of secant method,
- loop of Newton-Raphson method.
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