Partial shape matching using convex hull and Fourier descriptors

Krzysztof Kocjan*

Institute of Mathematics, Silesian University, Bankowa 14, 40-007 Katowice, Poland

Abstract

An application of Fourier descriptors and convex hull for shape analysis is presented. Convex hull is used for dividing a shape into small parts. Amplitude spectrum which is invariant to scaling, translation and choosing a starting point is obtained from the Fourier descriptors (see e.g. [1-3]) and used for comparison. All calculations are performed with the author's software and some algorithms from literature [1, 4]. For convex hull estimation the Graham algorithm is used.

1. Introduction

Nowadays, the shape analysis for applications is a very modern discipline. From year to year more and more scientists try to explore information which is hidden in a picture. The Fourier descriptors (FD’s) are often used to describe shapes and are helpful for their comparison. It is known, that some first FD’s can approximate the investigated object very well. Comparison experiments give good results in the case of simple transformations and small changes of the object. However, if we cut out or change some part of the shape we obtain FD’s which are so different from the original, that consequently the comparison is impossible. If we change some part of the shape and divide that shape into segments we can observe then only a few segments different from the original, but the others are the same. This observation and [2, 5] has motivated the presented paper.

Authors in [2] for many different angles $\alpha$ and $\beta$, $0 \leq \alpha, \beta \leq 2\pi$ built a database consisting of FD’s for the interval $[\alpha, \beta]$. Changing parameters from $\alpha$ to $\beta$ describe a part of the shape. However, in [5] for partitioning a polynomial approximation is used. We have chosen convex hull, because of more stability with extracting segments than corners or polygonal approximation. Having points creating the convex hull we can choose only points that directly touch the boundary of the shape and with the help of them it is possible to divide the shape

*E-mail address: kocjank@ux2.math.us.edu.pl
into segments. The algorithm for dividing and comparing objects is discussed further in this article.

Until now there has not been a universal method to compare objects. Some solutions are better for one kind of objects, but fail with the others. A great variety of different methods is used for recognition of shapes. As follows from our experiments the local analysis is better than the global one. If we look for an example of a shape of a dog, we perceive legs, which are some features of the dog. If we look at different pictures of the dog, we can see the legs too. This indicates similarity of two dogs. Of course, the more shared features are, the better similarity is. Hence, we take into account locality to perceive the same features. In this article the presented approach is a trial of perceiving shared features and state about similarity of two objects.

In [2] there is used a method, whose main disadvantage is a large database for objects for different angles $\alpha$ and $\beta$. In our work we have only a few segments needed for comparison. A better approach is presented in [5], but choosing a parameter responsible for approximation is very difficult. Moreover we use a two-step comparison. The standard error between the segments is computed to find out if they are the same or not, but the essential comparison is made further. The proposed similarity measure depends among others on the number of segments in a database or the number of fitting segments.

Of course the presented approach is not universal and may be used for some objects, but for others it may fail. Some problems are discussed and some improvements are proposed.

2. Fourier descriptors

Suppose, we have a periodic piecewise continuous and differentiable function $f(x)$ defined on $[0, 2\pi]$. We can approximate such a function by the Fourier series in the following way

$$f(x) = \frac{a_0}{2} + \sum_{k=1}^{\infty} (a_k \cos kx + b_k \sin kx),$$

where the Fourier coefficients are

$$a_k = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos kx \, dx \quad \text{and} \quad b_k = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin kx \, dx$$

We can also compute a sequence $\{A_k\}$ called the amplitude spectrum by the formula

$$A_k = \sqrt{a_k^2 + b_k^2}$$

In practice, we apply the discrete version of the Fourier transform, namely considering the value of the function $f(x)$ at $N$ points $x_r = 2\pi r/N$. Then we can write
Partial shape matching using convex hull and Fourier descriptors

\[ f(x_r) = a_0 + \sum_{n=1}^{[(N+1)/2]-1} (a_n \cos x_r n + b_n \sin x_r n) \]  \hspace{1cm} (4)

\[ a_0 = \frac{1}{N} \sum_{r=0}^{N-1} f(x_r), \]
\[ a_n = \frac{2}{N} \sum_{r=0}^{N-1} f(x_r) \cos x_r n, \]  \hspace{1cm} (5)
\[ b_n = \frac{2}{N} \sum_{r=0}^{N-1} f(x_r) \sin x_r n, \]

where \( r = 0,1,..,N-1 \) and \( n = 0,1,..,[(N+1)/2] − 1 \).

To distinguish between shapes we use the numbers \( \{A_k\} \) or after normalization the sequence \( \{B_k\} = \{A_k/A_0\} \). After normalization \( B_0 \) is always 1. In this work we use several first numbers \( \{B_k\} \) to describe a contour of the shape.

3. Shape segmentation

All investigated objects are black and white bitmap after binarization. The first step to partitioning is to find contour of the object. With the help of the algorithm from [1], we can do this very well. If we have all contour points, we next search for convex hull by the Graham algorithm. Some examples of this operation are presented below.

Fig. 1. Sample objects with convex hull

Additionally, we set the starting point on the contour and on the convex hull at the same point, which satisfies the following condition. We choose two directly following points \( A, B \) from the convex hull, which also touches the
shape. Next, we check the point lying on the boundary between $A$ and $B$ so that the distance $D$ between the shape and the line $l$ is larger than the previously fixed small threshold value $D_{\text{min}}$. If such a point exists, we choose $A$ for the starting point, if not, then the object is convex or nearly convex. It depends on the threshold value $D_{\text{min}}$. This is shown in Fig. 2.

![Fig. 2. Choosing the starting point](image)

Suppose $l: ax + by + c = 0$, then formally the condition is

$$D = \max \left\{ D_i : D_i = \frac{ax_i + by_i + c}{\sqrt{a^2 + b^2}}, \; i = 1, \ldots, n, \; A = (x_1, y_1), \; B = (x_n, y_n) \right\} > D_{\text{min}}. \quad (6)$$

Starting from any point satisfying the above condition we build an array of boundary points from that point to the next. In the next array we hold points from the second to the third ones with the same condition. We stop when we build the array of points from the last to the first. Formally, suppose we have an object $X$ and points $P_i = (x_i, y_i), \; i = 0, 1, \ldots, N-1$ lying on the contour. $N$ denotes the number of points. Also, let the founded points from the convex hull touch the object $C_i, \; i=0,1, \ldots, k-1$, where $k$ is the number of convex hull points assuming that these points are after setting the starting point. Of course we have $P_0 = C_0$.

Let the first segment be $S_0$. This segment contains the following points

$$S_0 = C_0, \; P_1, \; P_2, \ldots, \; P_{i+1}, \; P_i = C_1.$$

If $C_1$ and $C_2$ satisfy condition (6) then

$$S_1 = C_1, \; P_{i+1}, \; P_{i+2}, \ldots, \; P_{j+1}, \; P_j = C_2,$$

else we store the points $C_1, \; P_{i+1}, \; P_{i+2}, \ldots, \; P_{j-1}$ in a new array $\bar{S}$. Up to some points $C_k$ and $C_{k+1}$ the condition (6) is not true, we add points from the boundary to the array $\bar{S}$. If the condition becomes true, we count the number of points in the array $\bar{S}$ and if this number is greater than the fixed value $N_{\text{min}}$, then $\bar{S}$ is the next segment. In another case, we reject points from $\bar{S}$. The results of segmentation on several tested shapes can be seen below.
For the segment approximation we use the Fourier descriptors, but at first for each segment we build the distance function to calculate FD’s. Of course, we may use any other function, but the distance function is very simple and gives good results. To build the distance function we use the following procedure.

For the first \( P=(P_x, P_y) \) and the last \( Q=(Q_x, Q_y) \) point in a segment we calculate a center \( S=(S_x, S_y) \) from the known formula

\[
S_x = \frac{P_x + Q_x}{2} \quad S_y = \frac{P_y + Q_y}{2}
\]

and all the distances from \( S \) to each point from the segment.

\[
f(i) = \sqrt{(S_x - P_{ix})^2 + (S_y - P_{iy})^2}, \quad i = 0, 1, ..., p - 1,
\]

where \( p \) denotes the number of points in the segment, \( P_{ix}, P_{iy} \) are respectively the \( x \)-coordinate and the \( y \)-coordinate in the contour point \( P_i \).

In the case, when only one segment exists we set \( S \) to the center of gravity of the shape.

![Fig. 4. The distance function for one sample segment](image-url)
The next step is to calculate for each function the normalized FD's (normalized amplitude spectrum). Consequently, we obtain a matrix of values which is used for comparison

\[ M = \left[ m_{ij} \right]_{0 \leq i \leq n, 0 \leq j \leq k-1}, \]

where \( j \)-th column contains \( i \)-th FD's for \( j \)-th segment. To build the database of objects we must calculate the matrices and store them.

### 4. Comparison algorithm

To compare a new object with those in the database we must calculate the matrix for that new object first. The algorithm proposed here for comparison of two objects contains two steps. We start to find the number of best fitted segments \( \text{Seg}_p \) using some threshold value \( T \). Suppose, we have two matrices

\[ M = \left[ m_{ij} \right]_{0 \leq i \leq n, 0 \leq j \leq k-1}, \quad \bar{M} = \left[ \bar{m}_{ij} \right]_{0 \leq i \leq n, 0 \leq j \leq k-1}. \]

Matrix \( M \) is for the new object, however \( \bar{M} \) is for the object from the database. Now we can calculate \( \text{Seg}_p \) as follows

\[
\text{Seg}_p = \left\{ A: A = \sum_{j=1}^{n} \left( m_{ij} - \bar{m}_{ij} \right)^2, A < T, \ j = 0,1,...,k-1, \ l = 0,1,...k_2-1 \right\}. \quad (9)
\]

Let \( \text{Seg}_d \) and \( \text{Seg}_c \) denote the number of segments in the database and the one of segments for the new object. To distinguish between two objects \( X, Y \) we propose the following alternative two formulae

\[
\text{Sim}_1(X,Y) = \frac{1}{2} \left( \text{Seg}_p + \text{Seg}_p \right) \frac{\min \{ \text{Seg}_d, \text{Seg}_c \}}{\max \{ \text{Seg}_d, \text{Seg}_c \}} \quad (10)
\]

The \( \text{Sim}_2 \) formula depends on error between segments.

\[
\text{Sim}_2(X,Y) = \begin{cases} \frac{1}{2} \left( \text{Seg}_p + \text{Seg}_p \right) \frac{\min \{ \text{Seg}_d, \text{Seg}_c \}}{\max \{ \text{Seg}_d, \text{Seg}_c \}} \sqrt{1-E} & \text{for } 0 \leq E \leq 1 \\ 0 & \text{for } E > 1 \end{cases} \quad (11)
\]

where

\[
E = \sum_{k=1}^{\text{Seg}_d} A_k
\]

for \( A_k, j, l \) satisfying the conditions from formula (9). Of course for completely different shapes, that is \( \text{Seg}_p = 0 \) and \( E > 0 \), we have \( \text{Sim}_1(X,Y) = \text{Sim}_2(X,Y) = 0 \) and for the same shape \( \text{Seg}_p = \text{Seg}_d = \text{Seg}_c \) and \( E = 0 \), we have

\[
\text{Sim}_1(X,Y) = \frac{1}{2} (1+1) \cdot 1 = 1,
\]
\[ Sim2(X, Y) = \frac{1}{2}(1+1) \cdot 1 \cdot \sqrt{1-0} = 1. \]

Additionally, if \( Seg_p < Seg_d \) or \( Seg_p < Seg_c \) and \( E > 1 \) (very large error), then \( Sim2 \) is set to 0. For the other object \( 0 < Sim1(X, Y) < 1 \) and \( 0 < Sim2(X, Y) < 1 \).

For comparison, we can use standard similarity measures that are often used in literature [6], but in this method the above measure is good and reasonable. This is because it expresses the number of shared (the same or different) features.

5. Experiments

Experiments with many objects have been performed and some results for the objects are presented in Fig. 5. For approximation twenty Fourier descriptors have been used. The threshold \( T \) has been set to 0.08 and the numbers \( D_{min} = 10 + 0.005 \cdot N \), \( E_{min} = 4 + 0.005 \cdot N \), where \( N \) denotes the number of contour points.

We can see that the presented objects are subjected to different distortions. For example, the object \( a_2 \) is the same as \( a_1 \), but some part from \( a_1 \) has been cut. The objects \( maple1 \) and \( maple2 \) are leaves entered to computer by a scanner. In Tab.1 we gathered the results for all objects from Fig. 5 using \( Sim1 \), but in Tab.2 using \( Sim2 \).
Table 1. Results from the analysis using Sim1

<table>
<thead>
<tr>
<th></th>
<th>a1</th>
<th>a2</th>
<th>a3</th>
<th>maple1</th>
<th>maple2</th>
<th>head1</th>
<th>head2</th>
<th>dahlia1</th>
<th>dahlia2</th>
<th>plane1</th>
<th>plane2</th>
<th>plane3</th>
<th>b1</th>
<th>b2</th>
<th>b3</th>
<th>c1</th>
<th>c2</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>1.000</td>
<td>0.714</td>
<td>0.372</td>
<td>0.322</td>
<td>0.133</td>
<td>0.340</td>
<td>0.000</td>
<td>0.351</td>
<td>0.351</td>
<td>0.469</td>
<td>0.265</td>
<td>0.398</td>
<td>0.398</td>
<td>0.092</td>
<td>0.092</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a2</td>
<td>1.000</td>
<td>0.571</td>
<td>0.223</td>
<td>0.297</td>
<td>0.133</td>
<td>0.170</td>
<td>0.100</td>
<td>0.234</td>
<td>0.234</td>
<td>0.351</td>
<td>0.133</td>
<td>0.265</td>
<td>0.265</td>
<td>0.184</td>
<td>0.091</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a3</td>
<td>1.000</td>
<td>0.454</td>
<td>0.140</td>
<td>0.140</td>
<td>0.260</td>
<td>0.083</td>
<td>0.157</td>
<td>0.157</td>
<td>0.157</td>
<td>0.265</td>
<td>0.140</td>
<td>0.054</td>
<td>0.054</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Results from the analysis using Sim2

<table>
<thead>
<tr>
<th></th>
<th>a1</th>
<th>a2</th>
<th>a3</th>
<th>maple1</th>
<th>maple2</th>
<th>head1</th>
<th>head2</th>
<th>dahlia1</th>
<th>dahlia2</th>
<th>plane1</th>
<th>plane2</th>
<th>plane3</th>
<th>b1</th>
<th>b2</th>
<th>b3</th>
<th>c1</th>
<th>c2</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>1.000</td>
<td>0.670</td>
<td>0.316</td>
<td>0.319</td>
<td>0.118</td>
<td>0.401</td>
<td>0.000</td>
<td>0.322</td>
<td>0.322</td>
<td>0.414</td>
<td>0.250</td>
<td>0.363</td>
<td>0.363</td>
<td>0.089</td>
<td>0.089</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a2</td>
<td>1.000</td>
<td>0.435</td>
<td>0.203</td>
<td>0.260</td>
<td>0.120</td>
<td>0.000</td>
<td>0.221</td>
<td>0.113</td>
<td>0.217</td>
<td>0.323</td>
<td>0.128</td>
<td>0.251</td>
<td>0.252</td>
<td>0.174</td>
<td>0.090</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a3</td>
<td>1.000</td>
<td>0.184</td>
<td>0.183</td>
<td>0.000</td>
<td>0.000</td>
<td>0.100</td>
<td>0.098</td>
<td>0.099</td>
<td>0.099</td>
<td>0.190</td>
<td>0.149</td>
<td>0.286</td>
<td>0.148</td>
<td>0.137</td>
<td>0.136</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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In both tables it is clearly seen that for the same objects, after some distortions the algorithm has been well matched, but in the investigations there were objects for which the presented approach fails. For similar objects the measure is larger than 0.6, but for dissimilar ones the measure is less than 0.35. The values between 0.35 and 0.6 suggest average similarity. We can use affined invariant FD’s to improve this algorithm. See [7].

6. Conclusions

It is easy the notice, that the disadvantage of locality is also the fact that having some shape we can move some parts. Consequently, we obtain a completely different shape from the original, but parts are the same and the algorithm indicates similarity. Taking this into account it is necessary to think about modifying the similarity measure to obtain the number depending on the globality of a shape. It is seen that we cannot confine ourselves only to locality or only to globality, because we can always find objects that are completely different, but the algorithm recognizes them to be the same.
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