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Abstract
In this article the problem of solving a system of singular nonlinear equations will be dis-
cussed. The theory of local and Q-superlinear converegence for the nonlinear operators is devel-

oped.
1. Introduction

Let F:DI R"® R™ be a nonlinear operator. The problem of solving
asystem of nonlinear equations consist in finding a solution x'1 D of the

eguation
F(x)=0. (1)
Definition 1
A linear operator Y ,(h):R"® R", h1 R" iscalled 2-factoroperator, if

Y, (h)=F(x)+PF(x)h, @)

where
P" - denotes the orthogonal projection on (ImF'(x))A in R'[1].

Definition 2
Operator Fis called 2-regular in x™ on the element hi R", ht 0, if the operator

Y ,(h) hasthe property:
ImY ,(h)=R".
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Definition 3
Operator Fiscalled 2-regular in X', if F is 2-regular on the set K,(x)\{ 0}, where
K,(x)=KerF'(X) G Ker?P"F'(x'), 3

Ker?P"F'(x ) ={nl R7:P"F(x )[n]" =q}.
We need the following assumption on F:
A1) completely degenerated in x':

ImF'(x') =0. 4

A?2) operator Fis2-regular in x :
ImF (X )h=R" for hi Ky(x), h0. (5)
A3) KerF™(x' )2 {0} . (6)

If F satisfies Alinx’, then
Kz(x*):KerZF"(x*):{hT R“:F"(x*)[h]2 :O}. (7)
In[1] it was proved, that if n=m, then the sequence

X =% - {F () * R F (x)h} AF(x)+RF(x)h}.  ®

where

P, - denotes orthogonal projection on (Imlf'(xk))A in R,

VT ke (x), [n]=1
converges Q-quadratically to x .
The matrices F'(x,) obtained from F'(x) by replacing all elements, whose

(1-a)/2

absolute values do not increase n>0, by zero, where n =n, :||F(Xk)|

O<a<1.
In the case n = m+1 the operator
AL A -1
{F(x)+RF(x)n}
in method (8) is replaced by the operator
€F (%) +RF'(x)hd ©
and then the method converges Q-linearly to the set of solutions[2].

Under the assumptions A1-A3, the system of equation (1) is undetermined
(n>m) and degenerated in X .
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2. Extending of the system of equation

Now we construct the operator F : R” ® R™" with the properties (4), (5)
and such that F (x)=0[2].
Assume
A4) Let F(X)=[f1(X), f2(X), ..., fm(X)]", n>mistwo continuously differentiablein
some neighbourhood Ul R" of the point x .
Denote:

H=lin{h}  for hi Ker?F'(x'),hr0.
P =P,. denotesthe orthogonal projection RonH"
f(x) = P(fi'(x))T fori=12,...,m.

For each system of indicesiy, iy, ..., inma | {1, 2, ..., m} and vectors
hy, hgy . hn—m—li R" we define

Foo=e G, (10
-

where

0. (12)

In[2] it was proved, that the sequence

Xes =% - &F (% )H F (%), k=0,1,2,... (12)
quadraticaly converges to the solution of (1).

3. New method
We propose the Newton-like method, where the sequence { x,} is defined by:
X1 =% - {B}F (%) (13)
The operator F~ will by approximated by matrices { B} .
Let
S = X ™ X (14)
We propose matrices B, which satisfy the secant equation:
Bir1Sc = F (Xs1) - F (%) for k=0,1,2,... (15)

For example, to obtain the sequence { B} we can apply the Broyden method:
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r T
B, =B, - <% fork=012,. (16)

T

where

n=F (Xk+1) -F (Xk) - Bys.. (17)
We will prove for this method: A
Q-linear convergence tox" i.e. thereexists gl (0,1) such, that

“xk+1 - XH £ quk - X “ fork=0,1,2,... (18)
and next Q-superlinear convergenceto X , i.e.:
|imM =0 (19)
< x|

We present the theorem which is an analogue of the Bounded Deterioration
Theorem (Broyden, Dennis and More - [3]) for the Newton-like methods, when

the operator F'(X) isnonsingular.

Theorem 1 (The Bounded Deterioration Theorem)
Let F satisfies the assumptions A1-A4. If exist constants g; 2 0 and g2 0 such
that matrices{ By} satisfy the inequality:
B F (x| £ (@ an)|Be- F (X )|+ auri (20)
then there are constants € >0i d >0 such, that if
% -x|Ee and ||Bo- F (X) || £d,
then the sequence
Xea =%~ BF (%)
converges Q-linearly to x.
When the system of equation is rectangular, the proof of the theorem is
analogous to that for the nonsingular and quadratic system and we neglect it.

Theorem 2 (Linear convergence)
Let F satisfies the assmuptions A1-A4. Then the method

Xer =% - {BJ F (%),
{F(%u)- F(%)- Bs}s

Bk+1=Bk- S;—S(

locally and Q-linearly convergesto x .
Proof.

To prove the Theorem we should prove the inequality (20) from Theorem 1.
Now we notice:
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Bea- F(x)) =B -

)

T

E ) - FOO0 - XNSL | [[(F 6 - F OO - X))

SIS, I

LE0D)-BIsS

S
% x[lsd

+C,—————£|F (X )- B||(1+qr, ) +ar,,

] IF(x)- B2+ an) +ax

where ¢;>0, ¢;>0, §;>0, 0z>0, rie= max{ [Xicea-X II, [IXe-X I} O.

+H{F(xkﬂ)- F(x)-F (x)s+F(xX)s- Bs}s

o,

E[FOO)- BJ(1+an )+t +

Theorem 3 (Q-superlinear convergence)
Let F satisfies the assmuptions A1-A4 and the sequence

Kear = X - {Bk}1>4: (Xk)'
F (%) F(%)- BSgs
Bk+1=Bk-{ ) ( )- Bis)
S
linearly converges to x". Then the sequence {x.} Q-superlinearly converges
tox.

Proof.
Matrices By satisfy secant equation (15), so
B...=P'B, (21)
where
L, ={X:XsK=yk, wherey, =F (X.,)- F(xk)} (22)
Denote
1

Hye = H (%0 %) = (F (% (X - %))t

0

Wehave H, T L, [4].
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From (21) and [3] it follows:
IBei- B #[|Bes - Hil =[Bc- He[', fori=0,1,2, ...

By lemma 2 [5] we get 5 |Bet - Bq<||2 <¥ ,thuswe obtain
k=1

| Bs =Bk || ® O.
This denotes that the method (13)-(17) is Q-superlinearly convergent [6], which
endsthe proof. O
4. Summary

The proposed method is Q-superlinearly convergent and easier to apply than
the method (12), without calculation of F (X, ).
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