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Abstract

This paper deals with parallel analysis of an electromagnetic problem for frequency-dependent

materials. The solution of the linear wave equation is achieved using the finite element time

domain method. A multi-pole Debye model approximates the memory of the dispersive ma-

terial. The time-domain convolution is explicitly calculated using the integration by parts

method. The linear recursive technique is implemented to estimate the convolution integral

in each time step. The comparative study of two parallel implementations of the algorithm is

presented. The discussed parallel versions are based on the domain decomposition paradigm

and task decomposition scheme. The task decomposition is developed using some heuristic

scheme of coupling of parallel tasks. The presented algorithms are executed over a distributed,

homogeneous testbed. Some aspects connected with simulation of a broadband electromag-

netic field in a dispersive and isotropic material are discussed.

1. Introduction

With the proliferation of wireless communication systems and digital high

frequency electronic equipment, the need for efficient analysis of some com-

plex material structures has emerged. Since the modern materials applied in
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the electronic and telecommunication technology are complex (e.g. composite

materials, multi-layer materials, polymers), the resultant profile of electric per-

mittivity is not trivial, and it should be taken into account in the numerical

analysis [1]. Therefore, the computer-aided analysis of some broadband elec-

tromagnetic (EM) fields is of interest in modern technology and it is developed

within computational electromagnetics (CEM) [2]. Numerical approximation of

the wide-band EM phenomena can lead to a complex and large-scale numerical

problem [3, 4]. The computational and memory costs of the CEM algorithm

explicitly arise from restrictions of numerical integration of the constitutive,

partial differential equations. The Nyquist’s theory and the Courant-Friedrich-

Levy (CFL) condition put the constraints on the mesh of the numerical model

and the time step in the time integration scheme [5, 6]. Certainly, the specifi-

cation of material data also determines properties of the algorithm.

This paper is focused on parallel formulation of the finite element (FE) al-

gorithm implemented to a broadband analysis of electromagnetic phenomena

in a dispersive media. The developed software is based on the direct numeri-

cal integration of time dependent wave equation with dispersity and damping.

Two forms of the distributed algorithm are compared. The common form of the

algorithm is based on the domain decomposition paradigm. The properties of

this algorithm are modified by implementation of a task decomposition scheme.

In this form the mutually dependent linear and dispersive parts of the numerical

model are processed separately and interlaced in the time integration scheme.

The coupling between these parts can shape the form of the algorithm. The

elaborated algorithms are implemented on the cluster of workstations, using

the MPI library.

2. Problem statement

The susceptibility of some materials applied in modern electronic technology

depends on the frequency of the electromagnetic wave χ(ω) = εr(ω) − 1 =

χ′(ω) − iχ′′(ω). Since the susceptibility of real condensed media cannot be

expressed in a simple form, some empirical profiles of susceptibility are approx-

imated χ(ω) ∝ χr(ω). Depending on the properties of dielectric media and the

spectrum of propagated EM wave, the real broadband profile of susceptibility

χ
r
is approximated using the multi-pole formula with some basic kernels χ

d
(ω)

shifted in the frequency domain [1, 7]

χ
r
(ω) =

ND∑

d=1

χ
d
(ω),
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where ω is the angular frequency of the EM wave, and d is the index of a pole

(Fig. 1). In a common approach, the fundamental susceptibility kernels are

either the first order functions (i.e. Debye, Rocard-Powles-Debye) or the second

order Lorentz models [7, 8].

Fig. 1. Multi–pole approximation of the real susceptibility χr by the set of relaxation

models

Assuming linear and isotropic properties of the analyzed model, the distri-

bution of electromagnetic field E is expressed by the modified wave equation

∇2EEE + µ0ε0
∂2

∂t2
F−1 {ε∞ + χr(ω)} ∗EEE + µ0σ

∂EEE

∂t
= 0,

with the multi–pole, time dependent susceptibility kernel within the convolu-

tion. After some rearrangements, the wave equation becomes the form

∇2EEE + µ0ε0εr,∞
∂2EEE

∂t2
+ µ0ε0

ND∑

d=1

∂2

∂t2
(χd(t) ∗EEE) + µ0σ

∂EEE

∂t
= 0, (1)

where ε0 is the permittivity of vacuum, ε∞ is the optical permittivity (when

the frequency of EM wave goes to some extremely-large values, near the optical

spectrum), µ0 is the permeability, and σ - the electric conductivity.

The convolution integral cccd(t) = χd(t) ∗EEE(t), (d = 1, . . . , ND), in the pre-

sented formulation imposes the non-local operation into the common wave equa-

tion. The distribution of the electromagnetic field in any time step EEE(t) =

EEE(n∆t) = EEEn (n = 0, 1, . . . , N) is a direct solution of the modified equation

(1). However, any convolution ccc(n∆t) = cccnd represents former evolution of the

EM field cccnd Â {
cccn−1
d ,EEEn−1

} Â {
cccn−2
d ,EEEn−2

} Â . . . Â {
ccc0d,EEE

0
}
. Therefore, the

set of convolution vectors {cccd} (d = 1, . . . , ND) represents the infinite memory

of the dispersive material in the analyzed model.
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Fig. 2. Available methods of decomposition of a broadband, dispersive

problem/algorithm

The dispersity of some material sub-structures makes the time domain al-

gorithm hard in the parallel formulation. The memory cost, as well as self-

dependent calculation of the electric field intensity EEEn and the convolutions

cccnd are the main obstacles. The structure of the dispersive problem enables

to implement (in the most sophisticated form) one of the three decomposition

schemes, or any combination of these methods (Fig. 2). The spectral decomposi-

tion reduces the presented problem to the set of well known linear, narrow-band

or single frequency models. In this case, the analysis of the broadband prob-

lem is replaced by some single-frequency sub-models, εr,n(fn) = const. This

formulation of the EM problem can be efficiently parallelized using both the

frequency decomposition and the domain decomposition schemes. Any sub-

model with initially calculated harmonic excitation of electromagnetic field and

determined, frequency-independent material properties is calculated by a set of

computing nodes. However, the ideal speedup of the FD algorithm does not

coincide with the memory cost and accuracy of this approach. An inevitable er-

ror of approximation of the wide-band signal by the restricted set of harmonics

degrades the results of computations. The calculated steady state distribution

of electromagnetic field becomes deformed by a limited number of harmonics

and Gibbs effects.

The spatial decomposition (DD) is well known and implemented in the com-

putational electromagnetics [5, 6, 9]. Some prohibited constraints of that

formulation (particularly, the memory cost), can be overcome by the supple-

mentary task decomposition. Some large data structures connected with the

dispersive part of the formulation can be moved to a complementary, separated

set of computing nodes (PED).
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3. Formulation of the finite element algorithm

Considering a three-dimensional, non-stationary electromagnetic problem in

a bounded domain Ω, the weak form of the dispersive wave equation (1) takes

the form [2, 6, 9]

∫

Ve

WWW jε0ε∞
∂2eiWWW i

∂t2
dV +

∫

Ve

WWW jε0
∂2

∂t2
{χr(t) ∗ eiWWW i} dV +

∫

Ve

WWW jσ
∂eiWWW i

∂t
dV

+

∫

Ve

1

µ
(4× eiWWW i) (4×WWW j) dV +

∫

S∞,e

WWW j
1

µc

(
∂eiWWW i

∂t
× ~nnn

)
dS = 0

(2)

The geometry of the analyzed model is mapped by a structured tetrahedral

mesh, Ve ⊂ Ω. The WWW i is the vector shape function for the i-th edge, since the

set of degrees of freedom is spanned over the set of edges in the model. The

time-dependent distribution of electromagnetic field is expressed by the vector

of scalar values EEEn = [eni ]
T , eni ∈ R, i = 1, . . . , NDOF [2, 6].

The convolution χr(t)∗ei(t) within the first integral approximates frequency-

dependent properties of the material structures and it is calculated using the

PLRC (Piecewise Linear Recursive Convolution) method [7, 9]. The wide-band

profiles of susceptibility χr(ω) = F {χr(t)} of some materials are approximated

by an experimental model based on the multi-pole Debye formula [7, 8]

χr(t) = F−1

{
ND∑

d=1

∆εd
1 + jωτd

}
=

ND∑

d=1

∆εd
τd

e−t/τdu(t), (3)

where u(t) is the Haeviside’s function, ∆εp, τp are the decrement of the relative

permittivity, and time of relaxation of the p-th pole, respectively.

Assembling equation (2) over all edges in the model results in the final large-

scale matrix equation AAA ·EEEn = bbbn, where bbbn = f
(
EEEn−1,EEEn−2, cccn

)
. The final

form of the time domain finite element algorithm for the dispersive problem

consists of the step-by-step approximation of the convolution

∀d=1,...,ND
cccn+1
d = e−∆t/τdcccnd +EEEn+1∆εdτd

∆t

(
∆t

τd
− 1 + e−∆t/τd

)

+EEEn∆εdτd
∆t

(
1− ∆t

τd
e−∆t/τd − e−∆t/τd

)
,

dim(cccnd ) = dim(EEEn) = NDOF , and connected, step-by-step solution of the ma-

trix equation derived from the Newmark-beta time integration scheme [7, 8,
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9, 10]

(AAAL +AAAD) ·EEEn+1 = (BBBL −BBBD) ·EEEn −CCCL ·EEEn−1

+

ND∑

d=1

FFF ·
((

2− e−∆t/τd
)
cccnd − cccn−1

d

)
.

(4)

The entries of the AAAL, BBBL, CCCL matrices (valid for frequency independent

components of the formulation, ε∞ = const) and the AAAD, BBBD, FFF matrices

(connected with the dispersive part, χr(ω) = var) are

aL,ij =

(
ε0ε∞ +

∆tσ

2

)
I1 +

∆t2

4µ
I2,

aD,ij =

ND∑

d=1

ε0
∆εdτd
∆t

(
∆t

τd
− 1 + e−∆t/τd

)
I1,

bL,ij = 2ε0ε∞I1 − ∆t2

2µ
I2

bD,ij =

ND∑

d=1

ε0
∆εdτd
∆t

(
1− ∆t

τd
e−∆t/τd − e−∆t/τd

)
I1

cL,ij =

(
ε0ε∞ − ∆tσ

2

)
I1 +

∆t2

4µ
I2,

fij =

ND∑

d=1

ε0I1,

where the I1 and I2 integrals are the dot and cross products of basis functions,

respectively

I1 =

∫

Ve

WWW iWWW jdV,

I2 =

∫

Ve

(4×WWW i) (4×WWW j) dV.

4. Parallel implementations of the FE algorithm

Due to the formulation presented above, two parallel implementations of the

time domain algorithm are developed. They differ in the structure of tasks, and

the method of coupling between the processing units.

The first approach is derived from the basic formulation of the parallel FE

algorithm for some linear EM problems [5, 6, 9]. This version of the algorithm

is developed using the domain decomposition (DD) paradigm. The number of

computing units in the cluster (NPE) and the size of analyzed model explicitly
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Fig. 3. Structure of tasks in the first version of the parallel algorithm

determine a stencil of sub-domains in the processing units. The FE mesh is

decomposed into a number of sub-domains, and they are processed concurrently

over different processing nodes. It results in the row-wise decomposition of the

linearAAAL, BBBL, CCCL and the dispersiveAAAD, BBBD, FFF matrices. The non-overlapped

sub-matrices AAAL,i, BBBL,i, CCCL,i, AAAD,i, BBBD,i, FFF i are stored in the appropriate

computing units PEi (i = 1, . . . , NPE). The geometrical binding of the sub-

matrices creates the coherent representation of the FE model. The vectors of

electric field intensity
{
EEEn+1,EEEn,EEEn−1

}
, the vectors of convolution

{
cccn+1, cccn

}
,

and the data structures in the iterative matrix solver are duplicated in the

processing units. The comprehensive forms of these vectors are obtained after

NPE − 1 broadcast commands in each time step.

According to the causality of the presented problem formulation, the compu-

tations of temporary value of the convolution vectors cccn+1
d are interlaced with

iterative calculation of the time-dependent distribution of the electromagnetic

field EEEn+1 (Fig. 3). The memory cost of the algorithm (Table 1) depends on

the number of degrees of freedom (NDOF ), number of dispersive materials, and

the order of dispersity (ND). Therefore the total memory cost is reduced in the

parallel version [5, 6].
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Table 1.

Fig. 4. Decomposition of computations among threads for a single time step

The second version of the algorithm is designed using the domain decompo-

sition paradigm in conjunction with the task decomposition. This implemen-

tation works with two pre-defined sub-sets of the self-dependent jobs (Fig. 4).

The distinguished two types of tasks are assigned to PEL,i (i = 1, . . . , NPE,l)

or PED,j (j = 1, . . . , NPE,d) computing nodes, respectively.

The extended, linear part of the formulation is processed by the PEL,i nodes.

It consists of the data structures connected with the linear form of the model and

an additive part of the dispersive formulation. The AAAD,i and BBBD,i sub-matrices

are assembled with the AAAL,i and BBBL,i matrices respectively, and no additional

memory in the computer system is needed. The communication pattern of this

part is limited to the PEL,i nodes. The common work of the PEL,i nodes results
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in the step-by-step calculation of the distribution of electromagnetic fieldEEEn+1.

Since the geometry of the FE model is decomposed over the NPE,L computing

nodes, the local results are exchanged and concatenated over this set of the

nodes. The final calculated distribution of electromagnetic field in each time

step is broadcast to both the PEL,i and the PED,j computing units.

The FFF matrices and the set of sub-vectors of convolution
{
cccn+1
d , cccnd

}
, related

to the strictly dispersive part of the problem, are decomposed over the NPE,d

nodes. These data structures are not allocated in the PEL,i nodes (Table 1).

The stencil of the domain decomposition of the dispersive part differs from the

linear part, since these sets of computing nodes are not equivalent in a general

case. The PED,j nodes work in a silent, monitoring mode. They collect the

values of the electric field intensity EEEn+1 from the PEL,i, and calculate the

current state of the convolution vectors cccn+1,p. These nodes monitor the last

components of equation (4), related to the time-dependent vectors of the con-

volution
{
cccn+1
d , cccnd

}
. When the modified value of the convolution vector cccn+1

d

does not exceed a predefined threshold level, the convolution components in the

first set of computing nodes PEL,i are approximated using the linear function.

Otherwise, if the time-dependent, accumulated changes in the dispersive part

of the problem cannot be neglected, the modified bbb2 vectors are transferred

to PEL,i nodes (Fig. 4). In this way, the dispersive part of the matrix equa-

tion is refreshed. The approximate value of the convolution is injected to the

PEL,i nodes. The distribution of electromagnetic field in the next time step is

calculated with the refreshed value of convolution.

The relations between the PEL,i and PED,j nodes are not symmetrical

(Fig. 4). The data from PEL,i to PED,j nodes are transferred at the end

of each time step. This operation does not disturb the general structure and

properties of the algorithm, since the PEL,i nodes must exchange the informa-

tion about distribution of EM field in each time step. The PED,j and PEL,i

are linked only in some selected steps. Assuming the constant threshold level

for the turning communication, the number of connections PED,j → PEL,i

depends on the size of dispersive structure in the model, the order of dispersity

and the current, local value of derivative of the electromagnetic field EEEn+1, EEEn

in the model.

The coupling between the linear and dispersive sub-tasks is derived from

a heuristic formula. The massive data transfers from the PED,j to PEL,i nodes

and refreshing of the convolution is triggered when the mean square error of

the approximated value and the real value of the convolution is larger than the

assumed (predefined) threshold level.
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5. Performance of the algorithm and concluding remarks

The properties of the presented algorithms are determined using a benchmark

problem, where the transient state is caused by the Gaussian electromagnetic

pulse

EEEinc(x, y, z, t) = Emax exp
(
−α2 (t− δ)2

)
~1z,

Emax = 1 V/m, α = 2 · 1011s−1, δ = 4 · 10−10s.

This broadband pulse illuminates a linear cuboidal body with a dispersive layer.

The dispersity of the body is approximated by the third order Debye model (3):

∆ε1 = 2.4 F/m, τ1 = 1 ns, ∆ε2 = 2.96 F/m, τ2 = 20 ns, ∆ε3 = 1.9 F/m, τ3 = 6

ns (Fig. 1). Some wave effects connected with the interaction between the wave

and the solid body are shown in Fig. 5.

The comparative results of the benchmark problem have been obtained in

a homogeneous cluster of 64 dual SMP nodes connected by the Infiniband net-

work. Each of the nodes is equipped with a two-processor board with either

1GB or 2GB of RAM, and two Intel Xeon 3.2GHz processors with Intel EM64T

Technology. In these experiments, each MPI process is mapped to one pro-

cessor. Fig. 6 presents the experimental speedup and scaled-speedup for the

benchmark problem. In this case, the number of nodes in the linear and the

dispersive sub-sets are equal, NPE,L = NPE,D.

Fig. 5. Some snapshots of the propagated electromagnetic wave Ez(t) (the increment

∆Ez of the isolevels is 0.0625 V/m)
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Fig. 6. Speedup and scaled speedup of the elaborated finite element algorithm

The main objective of the referred research is to develop a scalable, and flex-

ible time domain algorithm for some dispersive EM problems. The wideband

spectrum of the electromagnetic phenomena and physical properties of some

materials introduce some extreme constraints for the time domain algorithms.

The dispersity of material structures changes the structure and overall proper-

ties of the algorithm. A routine expansion of the linear formulation to frequency

dependent materials can degrade the properties of the algorithm. Particularly,

the memory cost increases, since it is proportional to the number of dispersive

materials and the order of dispersity. The structure and performance of the

time domain algorithm are shaped by the self-dependent, parallel computation

of the electromagnetic field and the convolution.

Both presented implementations exploit displacement of the basic, structured

matrices and duplication of the vectors of the state variables
{
EEEn+1,EEEn,EEEn−1

}
and

{
cccn+1, cccn

}
. The introduction of the task decomposition enables to reduce
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the elapsed time of computations. The communication pattern of the algo-

rithm is not symmetrical. The performance of the second algorithm is improved

by non-stable scheme of communication between the PEL,i and PED,j nodes,

based on the heuristic method. In this way the coupling between the processes

can be matched to the form of the dispersity in the model, and the spectrum of

the propagated field (i.e. the dynamics of the electromagnetic field). The qual-

ity of dispersity of the model as well as influence of the dispersive part of the

formulation to the linear part of the formulation are partially validated. This

form of the algorithm seems to be particularly useful in large-scale systems,

when the data transfers increase as a result of a rising number of sub-domains

in the FE parallel algorithm.
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