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Abstract — The aim of the article is to expand the results of the theory of Linear
Quadratic Control (the state of the system is described with the help of stochastic
linear equation while the quality coefficient is of a quadratic form) in the case of
random horizon independent of the states of the system. As for the question under
consideration the control system horizon is an independent variable with a discreet
decomposition and has got a limited number of possible accomplishments. The
above mentioned situation takes places when the number of controls is brought out
by the outside factor (generally independent of the system).

1 Introduction

The greatest part of the tasks of the theory of (adaptive, stochastic, linear quadratic
etc.) control is defined for a finite or infinite horizon (see e.g. [1-3, 5, 6], [7, 11-13, 15]).
The tasks with a random horizon are less noticeable in the object literature and can be
divided into two types. The first type is based on the classic optimal stopping of the
decision process (see [8, 9, 14]) or the changing of stopping into control (see [4]). The
second type of the task is based on the assumption that the finite or infinite horizon
does not depend on the system (the state of the system does not influence the horizon).
Such a situation ocurs in the case of when the definition of the control horizon e.g. the
number of losses, the number of requests. In this case we must define the horizon using
a random variable state independent (see [10]).
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The paper presents the linear quadratic control problem with the random horizon
independent in the system. Then decomposition of LQC with a random discreet time
to LQC with the deterministic time and modified quality coefficient is shown. Also the
optimal control laws are derived and the functional quality and quantity of controls for
the systems with the determined time horizon and random horizon are compared.

The arrangement of the article is as follows. Section 2 introduces the task of linear
quadratic control with the random horizon. Section 3 presents the modification of the
task under consideration the one with the deterministic horizon. Section 4 gives the
comparison of optimal controls with the classical deterministic horizon and random
horizon for the simple linear system. Section 5 presents the numerical simulation of
the above mentioned system.

2 Problem formulation

Let (Q,F,P) be a complete probability space. Suppose that wi,..., wy are
independent m-dimensional random vectors in this space, with the normal N(0, I,,,)
distribution, let & be a k-dimensional vector with a priori distribution P (df), and
let yo be an initial state. We assume that all the above objects are stochastically
independent and we define F, 24 ) Vo{w, :i=1,2,...,k} and F = Fn.

We will consider the control problem for a linear system with the state equation

Yir1 = Ay, + BE — Cu; + d + ow;41, (1)

where i = 0,..,N — 1,5, € R*, d € R", A € R"*", B € R"*F C ¢ R"*!, ¢ ¢ R"*™,
The matrix A is called the matrix of transformation of state. On (Q, F, P) we define the
family of sub—o—fields Y, = o {y; : i =0,1,...,k}. A Y,-measurable vector u; € R’
will be called a control action, and u = (ug, u1,...,uny—1) an admissible control. The
class of admissible controls is denoted by U.

Let 7 represent the random horizon of contol, which is state of system independent
and has the density

Let us consider the following task. We want to move the system from the state yg
to the state a in 7 steps and at the same time we would like to have the least energetic
costs and have the least losses connected with a missing target. We assume that the
energetic costs in the form ufRZul represent loss functions for every i = 0,1, ...,7 — 1,
however, the heredity function (y, — a)T Q: (yr — a) represents losses connected with
the missing state a. We introduce performance criteria, which represent the joint costs
and final loss and are described by
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r—1
=F {Z ul Rywi + (yr — )" Q- (yr — a)} ) (2)
i=0
where R; € R\*! for i =0,..., N — 1 and Qn € R™*™. The task is to find
inf J (u) (3)

and to determine an admissible control u* = (ug, . “iq) for which inf is attained.

3 Decomposition LQC with the random horizon to
deterministic horizon

In the case, where the random variable 7, which presents the horizon of performance
criterion, has distribution with the finite number of infinitesimal events i.e.

N

and k > 0, pp > 0, > pr = 1. From the total probability formula we can present
k=0

functional (2) in the form

J(u) = P(r=0)(y—a) Qolyo—a)
+ P(Tzl)/{uoTRouo-i‘(yl—a)TQl (yl—a)}P(dﬁh)

+ P(r=2) // [UOTROUO +uf Riug + (y2 — a)T Q2 (y2 — a)] P (dyy) P (dy2)

+ .. .
+ P(T:N)/.../ [Z uiTRiui+(nya)TQN(nya) P (dy,)...P (dyn)
= (T—O)h
+ / /[Zu Ruu; + (y;— a)" Q; (y; — )| P(dy) ...P (dy;).
Finally
J(u) = P(r=0)(y—a)’ QO(yo—a)
+ u; TRju, P(r
[ ]| 5

N
+ Y W-a) Qly—a)P(r= j)] P(dy1) .--P (dyn) -
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Hence, the above mentioned functional can be presented as

N—-1
J(u)=E | > ¢ (yj,u;) +hn (yn) |, (4)
=0
where
N
¢ (Y u;) = ulRju; Y P(r=1i)+P(r=j)(y;—a)" Q;(y; —a)
i=j+1
= WRu;1-P(r<i)+P(r=35)(y—a) Qy—a) (5
and

hy (yv) =P (r=N)(yny —a)" Qn (yn —a) . (6)

Therefore, we substitute the task of optimal control with the random horizon of the
finite number of events (3) for the task of optimal control with the finite horizon

inf B.J (u) . 7

Inf BJ (u) (7)
The technical results for arbitrary functionals (losses and heredity) and random
horizon (finite and infinite number of events) can be seen in [10] . The theorem below
represents both necessary and sufficient conditions of optimal control for the task
(quadratic form) (7), which are obtained by equating the derivatives to zero.

Theorem 1. If det (JJT) # 0 and

N—-1
* * T —1
Eq | D ofiul) +hy (yn) | (941 — Ay; — BE+ Cuj —d) (007) C|Y;
i=j+1
—2[1- P(r < j)] Ryu (8)

then u*

% is an optimal control of system (1) for all j =0,1,..., N — 1.

PROOF. From the properties of conditional expectation it follows that for every
J > 0 the functional (4) can be represented as
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J N-1
Ju) = FE Z¢i(yi,ui)+E Z i (i, w;) + hn (yn) | Fj
i=0 i=j+1

J
/ Z 7, yzauz ) (df dyOa"'adyj)
z 0

+ / / Z ®i(Yiswi) + hn (Yn) | Pira,n (dyjp, .- dyn)
i=j+1
x P (d¢, dyo,-..,dy;), (9)
where
Pji (dyj,...,dy;)) = ] P(dyx| Fez1), (10)
k=j

for 0 < j < i< N. Note that P (dyg| Fr—1) is the transition probability for the process
{yi;0 <i < N} defined by (1); we write it in the form

P (dyx| Fr—1) = (yx — Ayx — BE+ Cu; — d o0 dyy, (12)
where
o= m.Q) = s exp (~5 o= ml” Qo — ] (13)
(2m)™ Q| 2

is the density of normal distribution.
Let u* be an optimal control. For every 0 < j < N — 1 from (9) we compute

aij‘]() = / /Vujfzﬁg Yisuj)

/ / ( Z N (yi,wi) + hy (yN)) Vou; Piy1,n (dyjs1, - - dyN)]

_|_

i=j+1
X P(df,dyg,,dyj) (14)

From (10)-(13) we have

1
Vo, Piyi,n = — (Yj41 — Ay; — BE+ Cuy — 4" (00™) " CPjy1n (dyjsa, ..., dyn).
(15)
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An optimal control u* must be satisfied by the condition

o . .

thus substituting (15) to (14) and equating to zero we obtain

// 2[1—P(r§j)]Rju}f—/"~/ Nz_:l $i(yi, u) + ha (yn)

i=j+1

1
(yj41 — Ay; — B+ Cu; —d)" (00™) " CP (dyj—&-l---dyN)} P (d¢, dyo, . ... dy;) =0
(16)

which proves the assertion. ([

4 Comparison of optimal controls with deterministic and
random horizons

We consider a linear system with the state equation
Yi+1 = Yi — CUZ + OWi41- (17)

The quadratic criterion with the random horizon is

T—1
JrelfUE {; ul Ru; + (yr —a)" Q (yr — a)} . (18)

We can decompose the above task to the other form

N-1
inf { > [uiTRiui + (i —a)" Qi (yi — a)} +(yv —a)" Qu (yn — a)} :

uelU c
1=0

where R; =[1—P(r <¢)]Rand Q; = P(t=14)Q for:=0,1,2,...,N.
We have the optimal control of linear system (17), which contains the following:

Lemma 1. If det (Ri + CTGi_HC) #0fori=0,1,..., N — 1 where
Gi=Qi+Git1— Gl C[Ri+CTGiyC] ™ CTGiyy and Gy = Qn (19
then the optimal control for the task with random horizon (17) is

u; = [Ri + CTGHlC} - CTGiJrl (yi —a) (20)
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and

N-1
nfpE { > [UzTRzul +(Wi—a)" Qi(yi—a)| + (yv —a)" Qn (yn — a)} = Wo (v0) ,

=0

where
Wy (yn) = (yv —a)" Gy (yn —a), (21)
N
Wily) = Wi—a) Giyi—a)+ > tr(c"Gjo). (22)
j=it1

PROOF. The value of Bellmann’s function in the step N is

W (yn) = (yv —a)" G (yy — a) .

We assume that equation (22) is true for ¢ + 1 and
Wi (yi) = H}LIHE{UZTRZW + (i —a)" Qi (yi — a) + Wi (yi+1)‘ Fz} :
From (22) and the properties of condition expectation we have

D) { ul Rywi + (yi — a)" Qi (yi — a) + Wiy (yi+1)’ Fi}
= uIRau; + (yi —a)" Qi (yi —a)

N
+ FE { Wir1 — )" Gip1 (yir1 —a) + Z tr (o7 Gjo) Fz}

j=i+2
= ul Riui+ (yi—a)' Qi(yi—a)+ Y tr(c"Gjo)
j=it2
+ E { (yi — Cuy + owit1 —a)" Gig1 (yi — Cuy + owigy — a)‘ Fi}

= U;T [RZ + CTGi+1C} U; — ZUiCTGH_l (yi - CL)
N

+ wi—a)' Qi+ Gl wi—a)+ Y tr(c7Gjo).
j=i+1

Thus, the optimal control is

u; = [Ri + OTGi—HC} o OTGi-i-l (yi —a)
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and finally

Wily) = (yi—a)” {Qi +Gip1 -G C[Ri+CTGy0] CTGiH} (yi — a)
N

+ Z tr (UTG]U)

j=it1
N
= (y; — a)T G;i(y; —a)+ Z tr (O’TGjJ)
j=it+1
]

Remark 1. We use formulas (19)—(22) for the linear quadratic control with the
deterministic horizon N

uelU

N—1
inf £/ { Z uZTRui + (yn — G)TQ(ZUN - a)} .
i=0

It is sufficient to express, that the density of random horizon is P (7 =1i) = 0 for
1=0,1,2,.., N—1land P(r = N) =1.

Corollary 1. For both random and detreministic horizons we have:

(1) the optimal controls of system (17) are
’U,;k = [Rz + CTGi+lc] ! CTGrL’+]_ (yi — a) .

(2) The values of Bellman functions are given by equations (21)-(22).
(3) The values of performance criterion are

N
Wo (y0) = (yo — a)” Go (yo — a) + Z” (" Gjo),

j=1

where the matrices G; and R; are given:
e in the case with the random horizon

G, = P(r=i)Q+Gis—GL,C,

x [1=P(r<i)|R+CTGi11C] " CTGyip
Gy = P(r=N)Q,
R, = [1-P(r<ilR.
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e in the case with the deterministic horizon

Gi = Gis1—GL C[R+CTG1C] ™ CT Gy,
GN = Q7
R = R

For i=0,1,2,...,N — 1.

Example 1. We consider the control problem for a linear system with state
equation (17) and quadratic criterion with random horizon (18). Let us assume

RZ[O.Q? 0.03]7 Q={4'43 1 ] C:{ 1.3 —0.2]’ 0:[1.2 —0.3]_
0.03 0.35 1 556 —0.4 21 02 0.9

We must remove system (17) from the initial point yo = ( 1122% ) to the target point
. < 10 )
15

Table 1. Discrete densities of random horizon.

J 0 1 2 3 4 5 6 7 8 9 10 | BT
casel 0 0.2 ] 03 03] 0.1 ]0.05]0.01|0.01)0.01)0.01]0.01]2.75
casellI | 0.05]0.05[0.05]0.1]0.15| 0.2 |0.15] 0.1 [0.05]0.05]0.05] 5

caselll | 0O 01]01(01]01]01]01]01]01)]01] 01| 5>
caselV 0 0 0 0 0 0 02 10303010176
caseV 0 0 0 0 0 0 0 0 0 0 1 10

Table 1 includes possible discrete densities of the random horizon P (7 =j). Case
I presents the distribution of random horizon of control process, which is more
concentrated at the beginning of time scale, in case II the random horizon is
concentrated in the middle of time scale, in case III evenly distributed on the set of
events {1,2,...10}, in case IV concentrated at the end of time scale. Case V presents
the deterministic horizon of control P (7 = 10) = 1.

Table 2 presents possible trajectories y; of states, optimal controls u} and the values
of Bellman’s function W (y,) for each case. Fig. 1 and 2 present the values of Bellman’s
function W} (y;) and energetic costs uJTRjuj on the generated trajectories included in
Table 2 siutably.



Pobrane z czasopisma Annales Al- Informatica http://ai.annales.umcs.pl

Data: 11/01/2026 18

54:29

The linear-quadratic stochastic optimal control problem. . .

112

FoIT = EFTOIT | B9F = S A | = reron | ez = CFITE) | 200 = LETEE | 01
TIPE | Feterd | Leoenn) | a1 | Gootsel | WrreTD | 0T | Gooierd | Gorwon| 60 | Eeotoro |EEreon| £10 | Groerd | Gereon| 6
oroe | Ereterd| $Ertrie | ocor | WFowEO | GorEon | ert | Gooesm | WrIFTD| 681 | Guoterl | Greriion| seo | Gootted | Gerson| s
EaL | LIS 0| Wretre | apor | et | Gerron | wer | oterm | GErcon| 60T | Gonterod | EErEe) | ern | Gooteend | OETed | L
gl | Gavare)| (getpigd | 691 | GooErn | @EreeD | 1re | Groteod | Grred | Zrr | Gooirm | reiion| &0 | GTotes) | ERTETID| 9
SRR | OoF- e | GEetoio | opol | retiein | Eorter | e0e | Gooerd | Greon | ooos | ool | Grrcon| o ror | Geoeem | Orcon | ¢
60207 | Wob-gra)| GreotsEe) | ooeel| GostorzD| (CretTew| oL | GIOTIO0D | Geried) | gEE | LEoferd | Grgon | ozel | GOoEEOY | Eoriva | F
real | Eor-ore)| Feitrea) | #Uo07| GFe nlorn | Grciri | senr | Erotien | GriwEn| 869l | GRSt | EErre) | sor | GEoeom | BUess) | £
sLe0z | Qv a1e)| Erareon | L0607 | RUe a6 TD | Weotwed [ 1041 | wosrn) | Eoreen| iois | 90t | @IreD | es | GEotarn | weroIn| g
SOGET | WLtk-sr @) | (oot e1n) | evzze | QUeplen | WeFe0n | vl | (Greteren | @ IF18 | oree | Froeron | OefTw | aorle | Gootice) | Feerd | 1
663PT | (B2F-L08) | METSEn) | 6T00R| (retiven | MEr-sel) | sposst| (R ok 'obw) | (EI-5ED) | oT6sTe | Mo ep-2e L0) | MEI-CED) | £L4PTE| BT pe 00 | DET75ED) | O
Ly fn Ly Iy n Ly 2y fn oy Iy fn oy I fn it !
Asswa Arespa JiTesea [resea bz

‘sannfaaler) apqrssod PR MOTIUNT § TRUTS  JO SatifRA 8T]] ‘sjonuoa eumdo a] 7 afqR L




Pobrane z czasopisma Annales Al- Informatica http://ai.annales.umcs.pl

Data: 11/01/2026 18:54:29
Edward Koztowski 113

3500 -
3000
2500
2000 -
1500 -
oo

s

D T T T 1 1
g | 2 4 B B 10

——case l —— case lf case i case Il —— case ¥

Fig. 1. The values of Bellman’s function Wj (y;) .
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Fig. 2. The values of energetic costs u?Ruj.

5 Conclusion

In this article, the problem of control of a linear quadratic stochastic system with the
random horizon and independent states system was introduced and the laws of control
were worked out. The problem of random horizon with a finite number of events was
reduced to the task with the deterministic horizon; at the same time the functions of
losses and the functions of heredities were modified. In the above mentioned linear
system the noises as well as parameters of system were modelled by the Gaussian
distributions.

Then it was shown the comparison of optimal linear controls for the simple linear
system (only control transformations and outer noises without transformation of the
parameters of the system and drift) were added to the previous system state) with the
random horizon of a finite number of events and the deterministic horizon. Similarities
and differences of controls and values of quality functions were discussed. From the
obtained results we can conclude that the knowledge about density of horizon has the
essential influence on the value of losses and heredity sum.
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Analyzing the behaviour of such a simple system we can conclude:

[1]

2]
13l
4]
5]
[6]
7]

[8]

19]

[10]

e the controls for deterministic horizon systems in the random horizon systems
must not be used directly;

e the values of controls (control norms, value of costs, outlays) for the random
horizon systems are definitely larger at the beginning whereas the values of
controls for the deterministic horizon systems are evenly distributed until the
end of the control horizon;

e the values of controls for the random horizon systems are definitely larger
up to the moment E7 (expected value of control horizon) and are used for
achieving of the main aim of control (hitting point a), however after the
moment the values of the controls are smaller and the costs are reserved for
leveling the results of outer disturbances in the systems (after the moment
the system practically oscillates around point a).
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